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Abstract

This paper first proposes a labeling scheme foratomspects of speech and then describes an
automatic annotation system using this transcriptio

This fine-grained transcription provides labelsiicating pitch level and pitch movement of individua
syllables. Of the five pitch levels, three (lowdhigh) are defined on the basis of pitch chariges
the local context and two (bottom, top) are defingldtive to the boundaries of the speaker’s global
pitch range. For pitch movements, both simple amghmound, the transcription indicates direction
(rise, fall, level) and size, using size catego(@tch intervals) adjusted relative to the spea&eitch
range.

The automatic tonal annotation system combinesakepmcessing steps: segmentation into syllable
peaks, pause detection, pitch stylization, pitchgea estimation, classification of the intra-sylkabi
pitch contour, and pitch level assignment. It usekedicated and rule-based procedure, which unlike

commonly used supervised learning techniques doesequire a labeled corpus for training the
model.

The paper also includes a preliminary evaluatiorthef annotation system, for a reference corpus of
nearly 14 minutes of spontaneous speech in FrenchCutch, in order to quantify the annotation
errors. The results, expressed in terms of stanaaedsures of precision, recall, accuracy and F-
measure are encouraging. For pitch levels low, amd high an F-measure between 0.946 and 0.815
is obtained and for pitch movements a value betWwe&dB and 1.

Provided additional modules for the detection abrpinence and prosodic boundaries, the resulting
annotation may serve as an input for a phonologacalotation.
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1 Introduction

It is widely acknowledged that the understandingrokody is essential for the development of speech
technology applications, such as text-to-speecthsgis and human-machine dialog systems, and that
progress in this area requires large speech cqrpordaining a reliable and objective representatio
of prosody. Intonation research in phonetics anduistics, too, would benefit largely from speech
corpus annotationgndicating pitch contours, stress and prosodic bavms. Yet, prosodically
annotated corpora are scarce, for languages dther English. Since the time required for manual
annotation is prohibitive, the only alternativaasobtain a prosodic annotation by usingartomatic
labeling systemThe design and evaluation of such a system d¢otesithe topic of this paper. It
describes a system for th@tomatic transcriptiorof tonal attributesin speech corpora, providing a
transcription identifying pitch levels and pitch wemnents associated with syllables or sequences of

syllables. This system will be referred to asRoéytoniasystem.

Several types of information are used by the autiocni@nscription system: acoustic parameters, the
phonetic alignment and the speaker turn annotafioaustic parameters include f0, voicing, intensity
and duration (of syllabic nuclei). The phoneticgainent provides a segmentation of the signal in
speech sounds and derived units, such as the Isylal the syllable rhyme. It should be stressad th
no lexical or grammatical information (such as fudrspeech) is used. Our goal is to identify prasod
forms on the basis of acoustic information alorether than by using lexical or grammatical
information, such as the distinction between fuwrctivords and content words, or the location of

syllables carrying word stress.

Prosodic properties of speech may be characteazedriouslevels of observationAt the acoustic
level one measures physical parameters of the Bpsigonal, such as fundamental frequency (f0),
sound duration, syllable duration, pause duratumicing, and intensity. At the perceptual level one
tries to establish to what extent acoustic prosesints are perceived by the average listenerrand i
what way. The level of phonological descriptiomally, posits a minimal set of distinctive forms,
which are assumed to have a function in speech coneation. The representations for these levels
of observation differ, while being related: an atst phonological form may correspond to several
forms of the perceptual level, the shapes of whiiffer to some extent, while being related. In the
IPO model (‘t Hart et al., 1990), for instancejratfcontour with gradual pitch rise occurring chgria
vowel, and a second contour consisting of a lowepla followed by a fast rise would both be
categorized at the phonological level as instamtes “late rise”. All three levels of observatiorea
relevant to the system described in this papertistgfrom acoustic measurements, it simulatesltona
perception, and applies a further categorizationpioth change, which may be regarded as a

preliminary step preceding phonological structuring

The following paragraphs discuss the choice odadeription convention for prosody.
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Every system for automatic annotation of prosodse$athe fundamental question about the very
nature of such a transcription. Which aspects o$@uy should be indicated and in what way? Which

set of symbols should be used in the annotation?

According to some, pitch variation is not perceieatiegorically, and hence any transcription oftpitc
using categories would be inappropriate. Howevigergthe various functions of pitch in speechsit i
not unlikely that the corresponding perceptual $aske specialized perception modes: identifying
sentence type, identifying focus, interpreting #maotions of a speaker, identifying his regional
pronunciation, recognizing the melody a song, andrs Also, the wealth of intonation models using
discrete pitch units (such as tones) suggests #tasome level of representation, categories are

meaningful.

Numerousannotation systemfr prosody have been proposed; an overview isigeavby Martin

(2009). They may be classified according to varwiisria.

A first criterion concerns thprosodic features indicateth the notation. While annotation systems
such as the IPO model (‘t Hart et al., 1990), INIBKHirst and Di Cristo, 1998, Hirst 2005), the tTil
model (Taylor, 2000), and the PENTA model (Xu, 2008ly represent pitch variations, others also
provide information about attributes such as sfrpesminence, metrical prominence (Dilley et al.,
2006), pitch accent (ToBl; Silverman et al., 1982ckman et al., 2005), or boundaries (ToBl), or
organise these aspects in a hierarchical mannerenthe presence of some attribute (such as accent)
implies the presence of a tone, for instance. Asécriterion distinguishegenericannotations (such
as INTSINT), intended for multiple languages, framnotations designed for a particular language
(such as American English or German). A third cidte oppose$roadtranscriptions, indicating only
distinctive properties, angarrow ones, marking aspects relevant for dialectal vianate.g. the IVIE
transcription; Grabe et al., 2001), speech styld emotional speech. A last criterion concerns the

level of abstraction of the transcription and ogs@soustic, perceptual and phonologicabdels.

From a linguistic point of view, the interest ofgniological representations of prosody lies in thet f

that they only represent distinctive intonation qpdm@ena, which are supposed to be related to
communicative functions, ignoring contextual, regih or free variation. This approach results in a
fairly small set of symbols. Although the naturel amumber of these symbols largely vary according
to the model, most models indicate the followingllable stress, a set of tones representing pitch

levels and boundaries between prosodic units.

Phonological transcription systems are generalbgadly linked to a particular phonological theory,
such as the autosegmental metrical (AM) framewBid. American English, this framework posits
only two pitch levels (tones) which may be useganticular positions (on the syllable carrying pitc

accent, at the start or at the end of a prosodic.)nas well as a number of structural units (the

intonation phrase, the intermediate phrasedelimited by prosodic boundariesAlthough
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autosegmental models come in various flavours gfoloverview, see Ladd, 1996, 2008 and Grice,
2006), the best known example is the ToBI annataitheme (Silverman et al., 1992; Beckman et al.,
2005). It is widely used for American English, bbe principles have also been applied to other
languages (Jun, 2005) such as Japanese, Koreanagebreek, and Dutch, resulting in transcription
systems for particular languages. It provides adbreepresentation of intonation, indicating “pitch
accent”, and using only two pitch levels, combimgth a (small interval) “down-step” movement,

and “boundary tones”.

Other phonological or phonetic transcription systemay be more fine-grained, identifying more
pitch levels, and various types of pitch movementthin the syllable. The INTSINT notation
(“International transcription system of intonatigriHirst and Di Cristo, 1998; Hirst, 2005, 2011)sva
originally intended as a tool for the systematiangcription of intonation patterns in languages,
including those for which no phonological analysisintonation is available. It is based on the
inventory of pitch contrasts found in published atggtions of intonation (Hirst 2005, p. 431).
INTSINT distinguishes absolute levels (Top, Mid,t®m), relative levels (Higher, Same, Lower),
and iterative relative levels (Up-stepped, Dowrpptsl). The IVIE notation (Grabe et al.,, 2001)
describes the shape and alignment of pitch pattetative to the location of accented (i.e. strdsse
syllables. Consequently it uses larger units, timgj of the accented syllable, the preceding bidla
and the following ones. Campione and Véronis (2Qf¢bpose a labeling scheme with 3 major pitch
movements (rising, falling, level), emphatic stremsd pauses (medium, long and short). These few

examples illustrate the diversity of the approaaksesd for transcription.

When applying such annotation conventions to carpdrspontaneous speech, two typeprmiblems

arise. On the one hand, in some cases the inveotdones and locations seems too small to capture
pitch differences which are considered relevant.aA®sult prosodic contours which are felt to be
distinct are nevertheless collapsed in the notatom the other hand, the proposed structural units
sometimes prove hard to keep apart, as shown byattkeof agreement between transcribers for

particular forms, in particular for spontaneousesipe(Escudero et al., 2012).

To avoid these shortcomings,diferent approachis followed here, which aims at genericity and
descriptive detail and avoids dependency on any@bgical theory of prosody. As can be readily
observed, the same prosodic phenomena receiverediffsotations in alternative phonological
models. Hence, a common representation can oncbieved at dower level of abstractionwhich

could be either the acoustic parameters or theeparal representation of prosody, resulting from th

processing of acoustic information in the periphatalitory system and the perceptual system.

The approach followed here aims gieaceptual representation of pitch phenomdhapplies a pitch
stylization based on a model toinal perceptiorin speech (d’Alessandro and Mertens, 1995; Mertens

et al., 1997; Mertens, 2004a, 2004b) to processatmeistic prosodic information and in this way
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obtain a representation of the audible pitch evémtan utterance, which is less complex than the
acoustic data itself. In a next step, these styligech events are further categorized into ayastnall

set of classes, defined on the basis of tf@imal properties only and not by their functionor
distinctive nature. This procedure results in andeaiption of pitch levels and pitch movements
associated with syllables or sequences of syllat$é#, the resulting transcription is more fine-
grained than that used in phonological approacge being highly readable. Also, the proposed
approach istrictly bottom-upwhich means it is based as much as possibleeomfibrmation present

in the speech signal.

Pitch variations, their shape, excursion, and ssordhation, seem similar in most intonation
languages. This is not surprising: from the poinview of speech production, there are hardly any
differences between languages. Pitch variations paoeluced in the larynx and the biophysical
properties of the speech organ determine its chipebi(Xu, 2005, p. 223). Moreover the auditory
capabilities are fairly similar for most speakefsironation languages. Therefore the perceptual

representation makes a good candidate for a laegnagpendent representation of pitch phenomena.

The proposed transcriptiadoes not aim at a phonological analysisprosody. It doesiot provide
information on stress, prominence, or prosodic ldaues, although it is acknowledged that these
aspects play a central role in prosodic structackvaould be part of a more comprehensive annotation
of prosody. The restriction to pitch-related aspésta deliberate choice, which will be discussed i
detail in section 7. For the time being let us rimnthat it is motivated by the aim of a prosody
annotation which achieves the following goals:sitlanguage-independent, it is independent of a
particular phonological model of prosody, it is @btd from acoustic information only, and it takes
into account tonal perception. The correlates rafsstand boundaries may differ among languages and
their treatment largely varies between linguistiodels. As a result, every comprehensive annotation
of prosody is likely to be restricted to a partaulanguage and a particular model of prosody.
Although prosodic structure is not taken into actduwere, we will argue that information on stress
and boundary location, when available, may be coethiwith the tonal annotation into a
comprehensive representation of prosody and tiet#m be achieved in straightforward manner. We

return to this point in section 7.

The annotation which will be proposed here diffeosn the phonological ones in several ways. It is a
narrow (i.e. fine-grained) transcription, which represemts only pitch level, but also direction, size
and complexity of the pitch movement within a dyléa Pitch level is defined both locally, relatite
the pitch levels in the context, and in a globahmex, relative to the pitch range of the speakbe T
annotation distinguishes two sizes of pitch moveieand allows for successive movements within a

single syllable: rise-fall, rise-level, level-rise...
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The remainder of this paper is organized as foll@®extion 2 discusses the characterization of pitch
contours in relation to the concept of pitch rangection 3 describes the proposed tonal annotation,
the inventory of symbols indicating pitch level apdch movements and the grammar for the
combination of these symbols. Section 4 provide®warview of existing approaches to automatic
transcription of prosody and the criteria for thelassification. Section 5 presents a detailed
description of the automatic transcription systémeusing on the algorithms used in the successive
steps: segmentation into syllabic nuclei, pauseatiein, pitch range detection, analysis of syllable
internal pitch variation, and detection of pitclvdés. The resulting system is evaluated in seddion
This is followed by a discussion of the properbéshe system, its limitations and advantages, thed

future perspectives for its extension. The finakisa gives a conclusion.

2 Pitch range and the characterization of pitch contours

When considering the choice of a prosodic transonpit is useful to recall thevo approaches to the
characterization of pitch contoudistinguished by Ladd (1996, p. 253-256, and 2@0888 ss.).

The “initializing models”, on the one hand, deseripitch contours asonfigurations i.e. as a
sequence of components defined in a relational welative to what precedes, e.g. a contour
consisting of low unstressed syllables, followed dylarge fall in the stressed syllable. Such
configurations are characterized by the locatibe, gize (melodic interval) and the direction of the
pitch movements. Typically, this type of repres@atadoes not refer to pitch range, because it is
assumed that a given configuration can occur abwsuplaces in the pitch range without this affegti

the identity or function of the contour.

The “normalizing approach”, on the other hand,desbut pitch differences related to speaker identi
or to paralinguistic aspects (e.g. bored speeclotienal speech), in order to determine thenal
spaceof a speaker (Ladd, 2008, p. 193). Autosegmentalatsofall into this class, but in addition to
the pitch normalization, they describe pitch movetaein terms of sequences of pitch targets,
assuming only two basic pitch levels: low and highis illustrates that autosegmental models make
decisions about the distinctive nature of pitchiatéons, although these decisions are not based on

falsifiable procedures.

The normalizing approaches suppose a model opitich rangetaking into account inter-speaker
differences (in particular pitch differences betweeices of males, females and children) and within
speaker paralinguistic variation of pitch rangee TWomplexity of the pitch range model stems from
the fact that “the pitch range can also be mod#igtin the speech of any one speaker” (Ladd 1996
p. 259): “For example, the voice can be raisednigea, or to express surprise, or simply to make
oneself heard in a noisy room; it can be loweredhd speaker is depressed, or to express

confidentiality, or simply to keep from waking tbleildren.”
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The above citation illustrates the potential amhjgof the termpitch range which indicates either
the vocal range(tessitura, global pitch sparof a speaker, or theegister or local pitch spanof a
given stretch of speech of that same speaker. btle gpan may be locally reduced or widened,; its
central value may be locally raised or loweredwhat follows,pitch rangewill be used as a synonym

of vocal range, and no distinction will be madenmsn local pitch span and vocal range.

To characterizgitch rangeLadd (1996, p. 260-261) first distinguishes two @livsions of variation:
differences obverall level(which may be approximated by the mean or the meffiaf the speaker)
and spandifferences (the range of fO used by the speakém. latter may be expressed in various
ways, for instance on a logarithmic scale (in sen@s), to measure it independently from the overall
level. Some speakers use a wide span, others awname. Hirst (2011, p. 71) makes a similar
distinction, but uses the terkeyto refer to the central point for the speaker’slpitange. As Ladd
observes, overall level and span are often conflagzause changes of level and changes of span may
be hard to distinguish in some cases: raising la tige produces the same effect as widening the spa
(Ladd, 2008, p. 198). Pitch range measures mayskd in the normalization of pitch contours. In
turn, normalized pitch contours are useful becalsge show a high degree of inter-speaker agreement
and because they show the invariance of pitch cositpronounced by the same speaker in different

paralinguistic conditions.

Ladd (1996, p. 267-269; 2008) examines sewvguahtitative models of pitch rang€&€he simple ones
involve multiplicative components for range (spamitom pitch (lower frequency of a voice) and
target, whereas the more complex ones involve ditie&l component to shift the range upwards or
downwards. He concludes more experimental datgisired to formulate an adequate model of pitch
range. De Looze and Hirst (2010) show that (whetchpidata is stylized using Momel and
characterized in terms of INTSINT targets) a strongelation is found between the extrema of the
global pitch range, on the one hand, and, on therdtand, distances from the median of the pitch

targets. They also propose an algorithm to detemn@es of local pitch range.

As Ladd (1996, p. 267) notes, “thmttom of the speaking range a fairly constant feature in an
individual's voice” (cf. Ladd, 2008, p. 203). ‘t Ha1998, p. 100) states: “within one speaker, the
utterance-final frequency varies very little”. Asrcbe readily observed, listeners are able to détec
bottom pitch of a speaker on the basis of phonatimracteristics (Honorof and Whalen, 2005). As
the pitch approaches the bottom of the pitch ratfye,vibration frequency moves away from the
characteristic frequency of the vocal fold vibraticand as a result this vibration may become
irregular, as for creaky voice, or breathy. (Of i@y creak is not restricted to low-pitched phamgti

but their association may be conventional in scemgliage variants or for some speakers.)

Pitch movementsiay be abrupt or gradual. The first occur at thendary between syllables, while

the latter are spread over sequences of syllable' Hart, 1998, p. 96) or appear within one arttle
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same syllabledlissandd. In phonological studies such pitch variations esmmonly characterized in
terms of pitch levels and/or pitch movements. Whevements are used, their position within the
syllable or relative to the vowel onset is taketo iaccount, resulting in a distinction betweenyearl

late and very late movements (cf. ‘t Hart, 1998§).

It could be argued that theolytonia transcription combines the two approaches to pitchtour
characterization described by Ladd. Similar to ‘thermalizing” models it takes into account pitch
range and it uses pitch levels to identify the mestatus of the bottom and top pitch, but also to
partly characterize contours. At the same time tthescription shares with the “initializing” model
the relational definition of contour componentsthe transcription, for instance, intra-syllabitcpi

movements are characterised by the starting péedl | their direction and size.

The next section will describe the actual annotatibtonal events which is targeted by the autarnati

annotation system presented later, in section 4.

3 The proposed symbolic tonal annotation

The tonal transcription identifies pitch level,ghitmovement direction and size, as well as compound
movements. lllustrations are given in the lower tiefigures 4 to 6, where the symbols’;*“M”, “H”

and ‘LR’ indicate respectively a low, mid and high pitgvél, and a large rise starting from a low
pitch level. Before listing the full set of symbalad their possible combinations, the choices &mhe
aspect will be motivated. In this annotation, sytaldor level and movement are typically associated

with each syllable, and this suggested the naahgonia

3.1Pitch levels

As noted, the proposed annotation defipigsh levelsn two ways:locally, i.e. relative to the context

andglobally, i.e. relative to the speaker’s pitch range.

Thelocal interpretation results in pitch levels low (L), nfid) and high (H). In this case, pitch levels
are defined relative to one another. For instawten a syllable is said to be on a high pitch levsl
pitch is considerably higher than some other siglaithe context and somewhere between these two
syllables there has been a pitch movement, eithapid or a gradual one, which is sufficiently karg

to trigger a change of pitch level. Pitch movemantsy occur either between adjacent syllables or
within a single syllable. As a result, pitch leval® defined locally, on the basis of the sequerice

pitch changes occurring between or within syllables

The global interpretation provides two additional pitch levelse top (T) and bottom (B) of the pitch
range. The estimation of pitch range is describeskection 5.5. These additional levels are motd/ate

by their specialized function in spoken languagemhny languages, the bottom pitch marks the end
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of a maximal prosodic unit or the end of a spedken, and the top level is mostly reserved for

emotional or emphatic speech.

An important consequence of the relative succesdéfaition of pitch levels is that two or more
syllables at some pitch level, say at a high leaet located at different points in the utteramesd

not have the same fundamental frequency, but nfégr dionsiderably, provided there are local pitch
changes that motivate these differences. In reagctp one often observes an overall trend of
decreasing pitch (which is known as theclination ling and the local pitch changes may be viewed
relative to this reconstructed reference line, ichsa way that the actual pitch of high syllables
decreases as the utterance moves on. This doesnfien the interpretation in terms of pitch levels,

since it is based on local changes, not on fixxhad levels.

3.2 Pitch intervals

The pitch intervalseparating the low and high pitch level varies frome speaker to the other and is
determined partly by the pitch range used by tleakgr. As mentioned earlier, each individual voice
may be characterized by its central pitch anditshspan. The central pitch opposes low pitchedl an
high pitched voices. The pitch span indicates tiverval between the lower and upper pitches used by
the speaker in modal speech. In a one hour cofpd speakers (a subset of the “Rhapsodie” corpus
for French, containing 20245 syllables, cumulatgthkle time 3910 s or 65 minutes), the observed
pitch range for individual speakers ranged fromt6.98.9 semitones, when measured according to
the procedure of section 4.5. This illustrates thitth range varies considerably between speakers,
affecting the size of the pitch intervals. Thisighility of pitch range calls for an interpretatiaf

pitch intervals which is relative to the speakgitsh range.

How many categories of pitch intervalse needed for an adequate transcription of pitohements
and pitch levels? The answer to this question wi@épend upon the descriptive model. For
phonological models with just two pitch levels pirinciple one size of pitch interval suffices. TR®
model (‘t Hart et al.,, 1990), on the other handpages full-size and half-size pitch movements.
INTSINT makes a distinction between large and sipiath intervals, where the latter typically occur
in “down-stepping” or “up-stepping”. The RaP (Rhythand Pitch) system (Dilley et al., 2006)

opposes large and small pitch excursions (therlateeindicated by ‘!").

Small size pitch intervals need not be limited tavd-step phenomena. In some languages, a given
word sequence may be interpreted as having twandissyntactic structures, depending on the
relative size of the pitch rises occurring in tisaguence. This is illustrated by the well-known
example for French “Il a peint la jeune fille enimoresulting in two different readings, either éH
painted the girl dressed in black” or “He paintéé girl using black paint”. Examples of this type
suggest that for the characterization of prosodyFianch, a single size of pitch interval is not

sufficient. However, it is not clear how to detemmithe adequate number of distinct pitch intervals.
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One possible criterion is the existence of minipeils: two sound sequences that are identical,péxce
for the size of the pitch change at a given painthe sequence. The example for French, then, is a

minimal pair suggesting the need for at least twessof pitch intervals.

The transcription system described here distinggigivo sizes of pitch intervals: large and small.
How do we determine the actual size (in ST) of ¢hedervals? There is little research on the
perception of pitch intervals of different sizes,dontinuous speech. Sitill, it is clear that thee sof
functional pitch movements should exceed that winsic pitch variation (typically between open and
closed vowels) and co-intrinsic variation (due twopetic context, such as voiceless obstruents).
Therefore, the size of the small pitch intervasét to 3 ST, which is slightly larger than the site

microprosodic variations (Rossi et al, 1981).

For a syllable with an audibfgtch variation(a glissand9, pitch level will change during the syllable.
For instance, consider a large rise starting awagitch level and ending on a high pitch levelefiéh

are basicallyywo ways to represent thisither as a sequence of pitch levels or as a c@hbn of a
pitch level and movements. The first approach isidis the sequence of pitch levels reached during
the syllable (asl!H”, in our example). The second approach indicdtesiritial pitch level and the
successive pitch movements, if any (&, in our example). This requires symbols repreisgnt
movementsR (large rise) F (large fall),r (small rise),f (small fall) and_ (flat). The first analysis is
common in autosegmental models, which indicate @nenore tones for a syllable. The second
approach is found in some American structuralistkwie.g. Smalley, 1964) and is reminiscent of the

characterization of contours in the British sch@og. Crystal, 1969).

The pitch level sequence approach has two majavldreks. The first one concerns the number of
pitch levels needed for a narrow representatiopitoch events. Given the distinction between large
and small melodic intervals, the number of distjpitth levels required to represent sequencesabf su
intervals would be unreasonably high. For instanea]istinguish a large high fall §F”) from a
small high fall (‘Hf"), and a large high rise IR") from a small high rise ¢r”), one would need
additional pitch levels below and above the higlelé|H andtH, respectively), but distinct from the
low and top pitch level. To distinguisidF”, “Hf", “HR?, “Hr”, “LF”, “Lf", “LR’, and “Lr" at least 8
levels would be required:, 1L, |L, H, 1H, [H, B, T This would lead to a multiplication of levels.&'h
second drawback concerns the inability of the pliéslel sequence approach to represent the presence
and location of level plateaus. For instance, tigpses LR_” and “L_R’, in which a plateau either
follows or precedes a rise, as well as thB“movement without a plateau, are all representetha
pitch level sequenceLH”. In an autosegmental framework, this distinctrequires the introduction

of an additional property, such as the temporghatient of the pitch target.

A more concise and readable representation isratddy indicating the pitch level at the start of a

syllable, followed by the successive pitch movermémthat syllable, if any.
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3.3Symbols used in the annotation

The notation used here is designed to meet thewll requirements First, it should indicate
whether a syllable presents amdible pitch variatioror not, in other words it should specify whether
its pitch is flat (level), rising or falling. Secdnthe notation should distinguish betwdarge and
small movementdoth for rises and falls. Third, the notation wkoallow for compound movements
such as a rise-fall or a rise following a leveltpand so on. Fourth, it should indicate the pistel of

each syllablerelative to the range of the speaker and thessbnfWe return to the latter pointbelow.)

All this information can be conveyed by a fairlyairset of symbolsPitch levels are represented by
“L” (low), “H” (high), “M” (mid), “T” (top of range) andB” (bottom of range). Pitch movements will
be represented byR' (large rise), ¥’ (large fall), “r" (small rise), " (small fall) and “_" (flat).
Compound movements use a sequence of these symlplRF’ (rise-fall), “_R’ (level-rise), ‘R_”
(rise-level)... There are two additional symboldhwa special status. FirstS* (sustain) indicates a
syllable with a uniform level pitch and minimal dtion of 250 ms, a marked contour which is fairly
rare. This symbol differs from the level part “which may be shorter than 250 ms and may be part of
a complex pitch movement such asR’. Second, the symbolC” (creak) indicates a syllable with

creak. These symbols may be combined as indicatdbie 1.

Although the annotation is able to represent comgopitch movements of any complexity,
compound movements are fairly rare, even in sp@aias speech. This will be illustrated by the
frequency of pitch movements in the reference ®(pable 6). So, in practice, the tonal annotaison

much lighter than suggested by table 1.

Tablel

Symbols used in the tonal annotation and their é¢oations. The horizontal lines above “S” and “C”
indicate restrictions on the combination of thegalols, e.g. by definition “S” may not be followed
by another symbol.

modifier start first pitch next pitch end

(special cases)pitch level movement  movements pitch level

T (top) _ (level, flat) void or void or

H (high) R (large rise) same set as, T (top)

M (mid) F (large fall) for first ,B (bottom)
L (low) r (small rise) movement

B (bottom) f (small fall)

S (sustain)

C (creak)
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Provided fO is detected for a given syllable, it€lp movement is always identified, since it can be
interpreted on the basis of the stylized pitchha syllable itself and the pitch randeitch leve)
however,may not be detectddr a given syllable. In such a case the pitch moeet will be shown

without the pitch level, for instanc®®, “ RF’, and so on.

For conciseness a short-hand notation is used. Vghelh movement is level and simple (i.e. not
compound), the symbol indicating the level movemsrskipped: H_" is simplified to “‘H”, “M_" is
noted ‘M”, whereas H_R’ and “HR_” are noted as such. Moreover’‘{flat with missing pitch level)

is skipped altogether.

In general, pitch level is indicated only for thars of the syllable (more precisely, at vowel dhsas

an exception to this rule, in some casegpiteh level reached at the end of the syllablendicated as
well. This is the case for bottom and top, whengyiéable’s pitch contour starts at a pitch levéhey
than bottom or top. This special treatment is figgtiby the following observation. An intra-syllabi
fall ending at the bottom level acts as a termbwindary, in the same way as a syllable with a flat
contour starting at the bottom level. For cont@ush as “LF”, “Lf” and “HF”, it may be the case tha
they end at the bottom, but in order to make themrg this should be marked explicitly: “LF,B”,
“Lf,B” and “HF,B”. Similarly, a syllable which riseto the top level has the same effect as onewjart
at the top. (A terminal boundary ends the largess@dic domain. Most descriptions of prosody
observe that declarative utterances end at therhggttch level, suggesting this function of thetbot

level may be common to a large number of languages.

The above tonal transcription does not includgrabol for stres{One could use the IPA stress mark
which would be placed before the first tonal symbibha syllable.) Stress is not marked because it is
not detected by the system described in this sflidyur knowledge, all stress detection schemes are
language-dependent, whereas our goal is a langndgpendent annotation. Moreover, the presence
of stress introduces a reference point in prosatliocture, and if stress is marked, it would be
desirable to mark other points in prosodic struetiro, as well as their impact on the treatment of

tones at particular places of that structure.

3.4Underlying assumptions

Any transcription makesheoretical assumptionabout the nature of the objects being transcribed.
This also holds for a tonal annotation and evendastylization based on tonal perception. The

proposed transcription implies the following asstions.

A. The listener has the ability to distinguish pitclbwements occurring between adjacent syllables
from those occurring within one and the same shdlabistening experiments with natural or synthetic
speech (Rossi, 1971; Rossi et al. 1981; Mertera.et1997) show that many intra-syllabic pitch

movements observed in speech are indeed percesvgtisaandi. House (1990) shows that a given
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pitch movement (say a rise with a given excursiaa and slope) is perceived differently, eithemas

movement or as an abrupt change, depending cocasidn relative to the vowel in the syllable.

B. The listener has the ability to distinguish largehpchanges from small ones and categorizes them
relative to the pitch span. This assumption is ietpby all prosodic transcriptions and models that
indicate down-step (including most autosegmentallets), since the pitch interval of a down-step is

smaller than that of a pitch movement between h &igl a low target.

C. The listener has the ability to discriminate betwesmple and compound pitch movements
occurring within a syllable. This claim follows frothe differential glissando threshold (d’Alessandr

and Mertens, 1995), which is integrated in the @eieal stylization used here.

D. Pitch range limits (bottom and top) may be ideatifas such by the listener (Honorof & Whalen,
2005) and they have a function which is differaonf that of pitch contrasisithin the pitch range,
l.e. between high and low targets. For instance, tbttom pitch level marks the end of a major

prosodic domain.

E. Intra-syllabic pitch movements are synchronizechwfite onset of the vowel and spread over the
syllable rhyme. This assumption is related to tiséirettion between early and late pitch movemeantsii
the IPO model ('t Hart et al., 1990).

To summarize, how a pitch movement is perceiveeép not only upon itsizeandshape but also
on itstemporal alignmentelative to the segmental layer (in particular ¥ogel onset and the end of

the rhyme).

Demonstrating each of these assumptions in a coimgrnway would require substantial additional

experimental research on pitch perception, somgtivirich lies outside the scope of this study.

When we compare these assumptions to those madéhby transcription systems, the differences
appear to be very important. For instance, INTSINiy makes assumptions B and D, but would

reject assumptions A, C and E. ToBI would rejecoaithe above assumptions, except B.

4 Automatic labeling of prosody
Approaches foautomaticlabeling of prosody can be classified along variwitsria.

First, the amount ofnformation usedn the process can vary considerably. Let us retat an
utterance (a sequence of words with a syntactictsire) may be pronounced in many ways, using
different intonation patterns, affecting the megnar the resulting utterance. When labeling prosody
ideally only acoustic information should be usadce the goal is to represent the particyisosody
as it is used by the speakers manifested by the speech signal (TamburinianiC 2005, p. 34;
Kochanski et al., 2005). In practice, however, ptkeurces of information are often included to

improve the results (e.g. Wightman and Ostendd@841 Ananthakrishnan and Narayanan, 2008;
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Rosenberg, 2010; Jeon and Liu, 2012). These inghlmbmetic information (phoneme and syllable
alignment), morphological information (word bouridar POS), syntactic information (syntactic
function, constituents, chunk boundaries, sentdémmendaries), as well as prosodic information (the
location of “word stress” or lexical stress). Ussmurces of information other than the speech kigna
itself introduces a strong bias. For instance, sdesy using lexical information such as lexical sdre
position, actually predicts lexical stress, ratthem “sentence stress” (actual prominence). Sityjlar
the use of word boundaries partially supplies wiieally should be detected by the system itsedf, i.

the location of the boundaries.

Second, thaype of transcriptiorobtained at the output differs according to theteys it may be
broad (e.g. Wightman and Ostendorf, 1994; Campiam@ Véronis, 2001) or rather narrow (e.g.
INTSINT as in Campione et .al2000). Ananthakrishnan and Narayanan (2008) &od &nd Liu
(2012) retain only two possibilities for pitch aotépresence/absence) and only two for boundaries
(presence/absence). Clearly, such classes resaltoarse representation of prosody which does not

allow for the identification of pitch contours.

Third, thealgorithms usedange from rule-based systems (Mertens, 1987a,h198B9; Campione et
al., 2000; Campione and Véronis, 2001; Bartkovalet2012) to supervised learning techniques,
including HMM (Geoffrois, 1995), decision trees @hitman and Ostendorf, 1994), neural networks,
and so on (Braunschweiler, 2005; AnanthakrishnahNearayanan, 2008; Wagner, 2009; Rosenberg,
2010). Jeon and Liu (2012) give a comparative deervindicating techniques (algorithms) and
detection accuracy. Supervised learning technigegsire a validated corpus, in order to train the
system. In the case of prosody, such corpora aseraee, even for the widely used ToBI annotation
for English (for which most studies use the samst®o University Radio News corpus), and they are

simply lacking for fine-grained prosodic annotapeuch as INTSINT.

Finally, thefeaturesused as the input for the recognition system prayrgortant role. Some systems
include pitch stylization (for an overview of sizdition, see Hermes 2006), which may be based on
perceptual properties (d’Alessandro and Merten8§51%ertens, 2004b) or on acoustic properties

only, as in the Momel system (Hirst et al., 1991).

When comparing the results of alternative automatiootation systems, the results will depend
largely on the above mentioned factors. For ingadetecting 5 pitch levels in combination with 5
pitch movements (and even complex movements) isiderably more complex than detecting the

type of pitch accent only.

The following section describes a system for aut@nanal annotation which provides a very narrow
transcription of pitch events (defined in sectigni8 strictly bottom-up and does not require antrey

corpus. These features make it very different froost other systems.
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5 Description of the automatic procedur e for tonal annotation

The automatic annotation of tonal features incluskageral processing steps, which are described in
detail in the following sections. (1) Parameterrastion. (2) Segmentation of the speech signal into
syllabic nuclei, based both on the corpus annatdfinonetic alignment, syllable boundaries) and the
acoustic parameters (intensity, voicing). (3) Padetection. (4) Pitch stylization based on a moafel
tonal perception. (5) Detection of global pitchganand derived pitch intervals. (6) The actual
detection of tonal features includes the followisteps. (a) Detection of intra-syllabic pitch
movements. (b) Detection of pitch range relatedhpievels: bottom and top. (c) Detection of pitch
levels on the basis of local changes in pitch Oefection of pitch levels on the basis of intralayic

pitch movements. (e) Extrapolating pitch level mfation. (f) Treatment of pitch plateaus.

5.1 Parameter extraction

All acoustic parameters are calculated using algms provided by the Praat software package
(Boersma & Weenink, 2012), with their default sejs, except for the time step, which is set to 5 ms
Fundamental frequency (f0) is measured using thdifirad autocorrelation method of Praat. The
V/UV decision is derived from the fundamental frequy measurement. Creak detection is only
available for corpus files providing an annotatiwfncreak. (Obviously, pitch detection errors, when

present, will affect later processing stages, #sdsase for all annotation systems based onf0.)

5.2 Segmentation into syllabic nuclei

The syllable is a central unit for the characterization of maaspects of prosody, including
prominence, stress, syllable duration, speech rayghm, and pitch movements. While some pitch
events are synchronized with individual syllablEsparticular with the stressed syllable), othaes a
carried by a sequence of contiguous unstressembisdl (‘t Hart, 1998). Even for gradual movements
extending over several syllables, the boundariesh@fmovement coincide with those of a syllable.

Hence it is necessary to locate syllables andlggllaoundaries.

The syllable is of course a phonological unit. Framhonetic and an acoustic perspective, the exact
location of theboundaries between syllablés sometimes unclear. Whereas plosives and voieles
fricatives are characterized by abrupt changeshi dcoustic signal, phoneme boundaries are
acoustically less clear for glides, nasals anddiéeand for such sounds it is hard to say wheaetty

the boundary lies. Also, whereas many phonolodivebries of syllable structure assume that each
sound belongs to one syllable only, from a productind perception perspective many sounds may be
ambisyllabic: the closure of the consonant is pathe coda of a first syllable, whereas the redeat

that same consonant starts the onset of the niabley To avoid these issues we will not attenapt t

detect syllable boundaries, but rather detectyhalic nucleus, as defined below.
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A syllable may contain both voiced and unvoicednsegts. Fundamental frequency is only defined
for the voiced portion. Moreover intensity and spaadistribution may vary considerably during the
syllable. These changes in periodicity, intensitg @pectrum affect the perception of pitch changes
(e.g. Rossi, 1978). So which part of the syllalderelevant for the calculation of its prosodic

properties?

The start of the vowel constitutes an anchor fertéimporal alignment of pitch eventsth respect to
the sequence of speech sounds. The IPO model miambon (‘t Hart et al., 1990), for instance,
distinguishes between early and late pitch movesesnd this temporal alignment is expressed
relative to the start of the vowel. As mentionedliea House (1990) shows a pitch variation is
perceived either as a movement or as an abrupt dégending on its location relative to the vowel.
On the other hand, it can also be shown that wheartecular pitch movement, such as a rise or § fal
Is associated with a given syllable, the actuapshaf this movement will depend to some extent on
the composition of the syllable, more preciselytb@ number and nature of the consonants in the

coda.

For acoustic analysis, one has to decide whichgddtte syllable is used for calculating the prasod
properties. The unit which is used here may bediyozharacterized as the central part of the voiced
area of a syllable, located around its local pdaiktensity, for which the intensity only decreases
some amount, specified by a threshold. This cem@aal of the syllable will be referred to as the
syllabic nucleus(Note that this term is used differently in phlmgy.) Given the above definition
based on acoustic parameters, the syllabic nuaheysbe used for the automatic segmentation of the

speech signal.

The syllabic nucleus has been used in the contexutomatic segmentation for the analysis of
prosody in Mertens (1987b, 1989, 2004a, 2004b).btaimi and Caini (2005, p. 35) use a similar
notion; they show that syllable duration and sydafucleus duration have similar distributions and
suggest that the latter can be used as a replatdoresyllable duration in the measurement of

syllable lengthening.

For the purpose of evaluation the definition of ®hglabic nucleus is further constrained. When
evaluating the tonal annotation system, one wanavoid errors due to syllable segmentation in rorde
to evaluate the tonal annotation independenthhefdegmentation. For this reason, the segmentation
into syllabic nuclei will be guided by the phonetiad syllabic alignment provided by the corpus
annotation. The latter will be used to locate the pf the syllable where the syllabic nucleusoide
found, more precisely to locate the time intervalthe syllable rhyme consisting of the vowel

followed by the coda.

Thus, in the present system the syllabic nucledsdated as the local peak of intensity within the

voiced portion of the rhyme of the syllable as juled by the corpus annotation. The left and right
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boundaries are identified using a threshold foenstty drop. For the left side, this point is atiR?
below the peak. For most recording conditions ithian acceptable approximation of the start of the
vowel. For the right side, the intensity drop isialgto 80% of the intensity difference between the
peak and the local minimum between the peak anenieof the rhyme, with a minimum of 3 dB.
This latter threshold is chosen in such a way asdide within the syllabic nucleus the voicedtpar
of the rhyme, for which intensity is relatively higind which is perceived with a clear pitch. Alo,

allows for correcting errors in the phonetic aliggmhprovided with the corpus.

When the resulting time interval contains a rapgidhpchange, most often resulting from an octave
jump (pitch detection error), the interval will beincated at this discontinuity. Moreover, a minima
duration for the resulting syllabic nucleus is need, otherwise it is rejected. The resulting

segmentation is illustrated in figuie

306 307 308
— I: I T oo = e b I: :I : I: L S ——— I ;syllkvovtf,,.G%O.:;?/T?, IDG:Z(i;imnn;OOSS
90{ ‘ sl
wsog{f | . ;
804 A\ : |
70.\_/ S Is kljst\oR i bl|s |eldo|s |o|d|iR3zNna s\o|Rt|iRe3|an"+s_
_ SO kje to ribl se |do| so | dir |3na | Sor ti |re| za | me |_
601 _ ce qui | est \ horrible c'est | de | se | dire jeh’er sortirai jamais | _
Rhap-D2001 Prosogram v2.9

Fig. 1. lllustration of the segmentation into spitanuclei guided by the phonetic alignment, foe th
utterance “ce qui est horrible c’est de se dire’gn sortirai jamais” (“What is horrible is to s&y
oneself: | will never get out of this situationThe upper part shows the acoustic parameters of
intensity (continuous thin green line), voicing Ws#ooth), fundamental frequency (thin blue line,
mostly covered by the thick black line), as wel ghitch stylization (thick black line) described in
section 5.4. Pitch is plotted on a semitone (S&)es(relative to 1Hz), with horizontal calibratibnes

at 2ST steps. The lower part shows various corpostation tiers: phonetic alignment, syllables and
words. The syllabic nuclei appear as red boxeoprot the voicing line (saw tooth). For the sylkabl
[Ribl], the nucleus includes the vowel and part of thdac The syllableskfe], [sor] and fi] are
analyzed as unvoiced and consequently no nucleletested.

5.3 Detection of pauses

Silent pauses play an important role in discouieinstance in the marking of boundaries between
syntactic constituents or in speaker turn managens#ient pauses also affect the perception ofhpitc

events, by lowering the glissando threshold (Hoi865, 1996).

In order to take into account this effect, speeahsp detection is needed. Although pause detection
may seem straightforward, it is often complicatedblckground noise and speech dynamics which
depend on recording conditions and which vary frmme corpus to the next. Most algorithms for

pause detection are based on the intensity differbetween the (average) level of the voiced speech

intervals and the level of the silent pauses. éndfise of background noise, the level of the needp
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interval increases. In the case changing recordimgditions (e.g. gain adjustments during the

recording), it is not possible to select an optithe¢shold.

As a practical solution, the following procedureused. The segmentation into syllables (cf. supra)
results in a sequence of syllabic nuclei. The gatpvéen the end of a nucleus and the beginningef th
next may be used as a rough estimate of the pamgghl When this gap exceeds 350 ms, it is

interpreted as a pause. In the figures detectedesaare indicated by a “P” placed at the starhef t

gap.

5.4 Pitch stylization

The next step applies a stylization to the fO detasection 5.1) of each of the syllabic nuclefaobed

by the segmentation (cf. section 5.2). This pitisization is based on a model wial perceptiorin
speech. It has been described in great detail BEw(d’Alessandro and Mertens, 1995; Mertens,
2004a, 2004b) and has been validated in listenipgrements using resynthesized speech (Mertens et
al., 1997) for French. The algorithm may be summeatias follows: for each syllabic nucleus, the
pitch contour is divided into one or more partsiniform slope (“tonal segments”), on the basis of a
perceptual threshold for slope change (the diffembiglissando threshold); for each part the pitch
change is compared to the glissando thresholdderdo determine whether the measured variation is
perceived as a glissando or not. This results nepaesentation of the audible pitch events in an
utterance, which is less complex than the acouktta itself. The obtained stylization is shown in

figure 1 and in later figures in this article.

In the current system, the model has been imprbye@king into account the effect of the following

pause (cf. section 5.3) on the glissando threstioédpresence of pause lowers the threshold.

The pitch stylization based on perceptual propgriéhich is used here, applies perceptual threshold
to the pitch variations within the syllabic nuggbvided by the segmentation. This approach iserath
different fromthe two types oftylization used in the IPO modd Hart et al., 1990). The first type,
the “close-copy” stylization, involves interactivmparisons between two resynthesized speech
signals: one with the original pitch contour andnadified version, in which the pitch contour is
obtained by connecting by straight lines the pttanigets supplied interactively by a phoneticiane Th
second type of stylization, which uses “standaizigch movements”, involves an approximation of
the observed pitch contour by a concatenation a@fpes taken from a small inventory of 10
movements and 2 level segments (the low and highn@¢ion lines), which are assumed to provide a
characterization of the pitch contour retainingfatictional (distinctive) information. In contrastith

the IPO approach, the procedure described here mlaesequire manual intervention, subjective

perceptual judgments, or predefined shapes.

JoSS 4 (2) 17 -57



POLYTONIA: A SYSTEM FOR THE AUTOMATIC TRANSCRIPTIONDF TONAL ASPECTS IN SPEECH
CORPORA

5.5 Automatic detection of the pitch range of a speaker

Information about pitch range will be used in sevarays. First, it is used to detect and discartdhpi
values outside the pitch range of the speaker.rf8ec¢bis used to assign a pitch level to pitchueasl
near both ends of the global pitch range. Findllg used to adjust the thresholds for melodienveal

categories (small versus large intervals) to thehmpan used by the speaker.

Theestimationof the pitch range (both span and central pitclaised on all the syllables pronounced
by a speaker. However, potentially unreliable valaee discarded to improve robustness. This is done
in two steps. First, syllables containing octavengps (detected as discontinuities), syllables
pronounced with a creaky voice as well as thoseléabas hesitations (in the corpus annotation) are
discarded from the data used for pitch range caticui. The second step aims at removing pitch
values which are unreliable, because too far awamy fthe center of the pitch range, i.e. from the
median of the pitch data for the speaker. Syllabl#s pitch values that differ from the median pitc

by at least 18 ST are discarded. In uncontrollegshp, pitch range most often is smaller than 18 ST.

For the retained syllables a simple statistical sneais applied. For each syllable pronounced ey th
speaker (as identified from the annotation), twolpvalues are obtained: the minimum and maximum
pitch inside the syllabic nucleus. This resultshe distribution of pitch values for a speaker. T8

and 98% percentiles of these measured values grandestimate of the bottom and the top of the
global pitch range, respectively. By using thesegetiles, rather than all the observed minimum and
maximum values of the data, extreme values which beadue to pitch detection errors are mostly
eliminated. Limiting pitch values to those in thdlabic nucleus eliminates most pitch measurement

errors related to co-intrinsic pitch phenomena.

The validity and robustness of this estimate of a speaker'$ paoge largely depends upon the
number of syllables pronounced by that speakdrdrcorpus. In order to obtain representative values
some 200 to 300 syllables are needed. Thereforpitble span estimation procedure should not be

used for isolated utterances.

The global pitch range differs considerably amopggegers: in a 116 min. corpus of French in various
speech types containing 42 speakers, the measitcbdspan for individual speakers ranges from 5.9

to 18.9 semitones.

A closer look at the distribution of the medianchitvalue (cf. Ladd'©verall leve] Hirst's key) and
the pitch range for various speakers shows andstieg observation, also illustrated by figure Be t
position of the median pitch is not necessarilyated near the center of the pitch span (on a &tale
ST), but varies from one speaker to the other, iplyssesulting in a skewed pitch range, where
distance below the median is much smaller thandahave it (negative skew), or vice versa (positive
skew). For practical reasons, we will use the felfgy terms. Thdower partof the pitch span, below

the median pitch, may be roughly divided into fiingt and second quarteat a point halfway between
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the bottom and the median. Similarly, tngper partwill be divided into thehird and fourth quarter

at the point half-way between the median and the to

dja
60 de | kuR d@| ste |no|dak | ti lo _ a [no~|pa| dy tu no~ Zfje
des |cours|de sténodactylo _ ah | non |pas| du tout non jg

Rhap-D2001 Prosogram v2.9

Fig. 2. lllustration of pitch range detection, foe utterances “des cours de sténodactylo — ahpasn

du tout non” (“courses of shorthand typing — ah mat, at all, no”). Acoustic parameters and corpus
annotation appear as in figure 1. The detectedh pagoge for a given speaker is represented by three
horizontal dashed lines in red, indicating themeated top and bottom of the range as well as the
median of all pitch values by the speaker (lineMeein top and bottom). At the speaker turn near
313.4s, the detected pitch range changes from ilaived voice (male speaker, L1) to a high pitched
voice (female speaker, L2).

Pitch intervals are used differently by speakegedding on the size of their pitch span. Obviously
speaker with a narrow pitch span will use smallahpintervals, in order to maintain the opposition
betweersmall and large intervalg/hile using a narrow range. The estimated pitcm$paised in the
system to define categories of melodic intervals$ tancategorize pitch movements and pitch levels in
later steps of the tonal annotation procedure. ditoh interval sizes were determined empirically on
the basis of the analysis by the author of a cogmmaining 42 speakers with different pitch ranges
The following table shows the minimum pitch chargelarge and small intervals, depending upon

the speaker’s pitch range.

Table?2

Thresholds for large and small pitch intervals uledpitch movement classification and pitch level
determination, depending on the pitch range obtafioe a given speaker, following the procedure
described in the text.

, Large Small
Pitch range _ _
interva interva
>8.5ST >45ST 3.0-45ST
7.0-85ST >3.5ST 25-35S8T
<7.0ST >3.2ST 25-3.2ST
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5.6 Syllable-internal pitch movements

The detection of pitch levels and pitch movemerissests of several steps, the first of which is

described in this section and deals with intraadjtt pitch variations.

In a first stage the pitch contour is stylized asatibed in section 5.4. For each syllabic nuclefis
section 5.2), the measured pitch variation is diglichto “tonal segments” with a uniform slope (eith
level, rising, or falling). For each tonal segmehé observed pitch slope is compared with the
glissando threshold. Subliminal variations (i.elolethe glissando threshold; inaudible variation of

f0) are normalised to level pitch segments.

In the stylization used here, the glissando thresiw lowered for syllables followed by a pause
(detected as described in section 5.3), in agreemign the findings of House (1995). For syllables
followed by a pause, a glissando threshold of GAi6/used, corresponding to the threshold observed
for isolated stimuli in psychoacoustic experimerfer syllables not followed by a pause, the
glissando threshold is raised to 0.32/T

In a second stage pitch segments with an audibfggBminal) pitch variation are further categodze
in terms of large and small pitch intervals. Thitelaare not defined absolutely, but rather reatiy

the pitch range of the speaker (cf. supra, seétioh

As a result, we obtain the elementary forms forakslyllabic pitch movements used in the
transcription convention described in section Jlevel, subliminal),R (large rise),F (large fall),r

(small rise) f (small fall). Compound movements are representeselyiences of elementary shapes:
RF (rise-fall), R (level then rise)R_ (rise then level)Rr (large rise followed by small rise), and so

on.

As mentioned in section 3 an additional elementargn S indicates syllables with a sustained and
uniform level pitch. In this case, the syllabic s has a duration of at least 250 ms, and ith pit
contour is level or slightly falling throughout thmucleus, with an intra-syllabic pitch movement
between 0 and -1.5 ST.

5.7 Pitch level detection

To detect the pitch level of a syllable or a segeeuf syllables, various types of information ased:

the speaker’s pitch range, the pitch changes betseecessive syllables, and the intra-syllabichpitc
movements. In addition, when the pitch level carbetletermined directly using this information, it
may often be derived indirectly from the identifipiich level of neighboring syllables. Each of #hes

aspects will be described in detail below.

In order to combine the various sources of inforomtthey are analyzed one by one in the order
indicated below, until pitch level is detected atiball sources of information have been used. As

soon as pitch level is identified by some stefhengrocedure, the following steps are skipped.

JoSS 4 (2) 17 -57



Mertens. Piet

For some syllables pitch level remains unidentiéedn after applying all steps. In such casesthe

information is insufficient and this is indicatedthe annotation by the lack of pitch level.

5.7.1Pitch level detection based on pitch span

For syllables where fO starts above the estimaipdt below the estimated bottom of the speaker’s

pitch span, the pitch level will be setto T (tap)B (bottom) respectively.

However the top level is assigned only when this loa done reliably, i.e. when sufficient (at least
200) syllables are available for the speaker incttmpus and the pitch span is sufficiently wide,reno
precisely when the upper part of the pitch spamwéen the median and the top, exceeds 8 ST.
Otherwise the syllable is labeled as H (high).

5.7.2Pitch level detection based on local pitch change

The pitch variation in the local left context oettargetsyllable, i.e. the syllable to be labeled, may be
used toinfer its pitch level For instance, when the start pitch of the tagydiable is sufficiently
higher than the lower pitch value in the left comteéhe target is high within that context. Simijar
when the start pitch is sufficiently lower than thigher pitch value in the context, the target is
relatively low. A similar rule may be made for simpltch intervals, where a mid pitch level is

inferred. The pitch values used in the procedueesapplied by the pitch stylization.

The optimalsize of the left conteid selected as follows. The local context cong§igp to 3 syllables
preceding the target syllable and occurring withitime window of 500ms. There should be no pause
between the target syllable and the syllables énl¢ift context; the presence of a pause introdaces
left boundary for the context. The context and ¢augyllables should all be pronounced by the same
speaker. Syllables tagged as hesitations in thetation are discarded from the context: such
hesitations are often pronounced on a low or botwnal. Moreover, syllables with a top or bottom
pitch level are excluded from the context: the lomigl and high levels are defined relative to each

other, but not relative to the bottom ot the top.

To account for all possiblgitch configurationdn the context, we calculate the melodic interial
betweenfmin , the minimum pitch value in the context, alsd:, the pitch at the start of the target
syllable, as well as the interviabwnbetweenfmax, the maximum pitch value in the context, dggh.
The target is assigned a H (high) pitch level, whgaxceeds the large upward (positive) interval (as
defined above, in section 5.5, table 2); it isgesd a M (mid) pitch level, whdg,exceeds the small
upward interval (as defined above); it is assigadd (low) pitch level, whengduwnexceeds the large
downward (negative) interval. In all other cases prich level is assigned to the target syllabllee T
general idea is illustrated in figure 3.

For syllables in the context with a pitch movemedhg procedure is the same: the minimum and

maximum pitch values are used in the constructiothe local pitch references. The target syllable
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itself may also be a pitch movement, since we atabdishing the pitch at the start of the target] a

the movement itself will be represented as suchnana@s a sequence of pitch levels.

Fig. 3. lllustration of the procedure for pitch é&\assignment based on pitch information in thalloc
left context. The horizontal and vertical axes espnt time and pitch respectively. Each black mark
corresponds to a syllable. In the examples thetfiree syllables make up the local left contexttfe
fourth syllable which is the target syllabl&i» and fnax correspond to the pitch minimum and
maximum in the context.p is the interval betweefii, and the targefsat. ldown IS the interval
betweerfnax and the target.

5.7.3Pitch level inferred from intra-syllabic pitch mavents

When a syllable contains a large pitch variatioithee simple or compound, this variation also
provides information about the pitch level at thartsof that syllable. This information is less te@n
than the local context information (cf. previoustgm), because it is based on a single syllabbe. F
robustness, the information about pitch variatibwwd be completed by information about pitch
range. The following rules are used, where dbetercorresponds to the median of the pitch range.
Speakers with a large pitch range may show largsh pnovements (> 4.5 ST) below and above the

center.
- A large rise R) starting below the center is labeled as a loahpliével ().
- A large rise R) starting slightly above the center receives a pitich level ).

- A large fall ) starting below the center and ending at the botd the pitch range receives a low

pitch level ().
- A large fall ) starting in the upper quarter of the pitch rarggeives a high pitch leveij.

- A small rise €) which starts slightly higher (within a “small”terval) than the preceding syllable,

which is labeled low, will be labeled as startingdow pitch levell().

- A syllable with a level pitch (), starting in the upper quarter of the pitch raisgabeled highH).

As said earlier, these rules are applied only tialshes for which pitch level could not be attribdton
the basis of criteria used in previous steps.

5.7.4. Extrapolating pitch level information

For some syllables pitch level remains unknownradtfte previous steps. In this case, the detected

pitch levels in the immediate context will be usadan additional source of information. This isne&lo
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by measuring the pitch interval between a targidtse with unknown pitch level (but known f0) and
an adjacent or near syllable with detected pitelelleand which acts as the reference level. If this
interval is very small{1.2 ST), the target receives the same pitch lev¢he reference syllable. If it
is a small or a large interval (as defined aboteg, target syllable is labeled high, mid or low,
depending on the size and direction (sign) of tikehpnterval between the target and the reference.
This procedure can be applied in both directionsyérd and backward, and for reference syllables

that are either adjacent or further away.

The procedure is applied with increasing conteze diooking first for an adjacent reference, tharaf
more distant one, but within a time window of Odgparating the target from the reference. The
search is interrupted as soon as the pitch levéheftarget is found. The procedure is applied firs
backward (the target precedes the reference),ftmesmrd. Obviously, the procedure is applied ooly t

syllables pronounced by the same speaker.

5.7.5 Pitch levels for plateaus

The detection of pitch level described above refesnly on pitchchanges either between adjacent
syllables or within a single syllable. As a resuis not effective forpitch plateausi.e. sequences of

level syllables pronounced at the same pitch ldval.the latter a specialized treatment is used.

In order to locate such plateaus, the speech ¢bananned for sequences of 3 syllables for which
pitch level has not been assigned and where theh pitterval between successive syllables is
negligible £1.2 ST). In these sequences the first syllable mgitieive a pitch level according to its
position in the pitch range of the speaker: thellév set to low, when the pitch is located in tbwer
part of the pitch range, and to mid, when it isalec in the third quarter of the pitch range. This
procedure is followed by an extrapolation stepjescribed in the previous section, to extend ttod pi

level to adjacent syllables, where possible.

5.8 The resulting tonal annotation

Figure 4 illustrates the results obtained by th®matic tonal annotation, for the French utterafoee

qui vous_a toujours intéressée chez les gens tlétaiécanisme de la carriere” (stressed syllabtes
underlined) pronounced by a male speaker. Varispeds of the tonal annotation are shown: (1) the
distinction between gradual pitch movements (suctha gradual fall on “a toujours intéressée”) and
abrupt pitch changes (such as between the laststiables of “intéressée”), (2) the distinction
between syllables with a glissando (such as tleeaisthe last syllable of “carriere” or the fallthe
end of “était”) and those with a steady pitch (swhthe last syllable of “intéressée”), (3) the
distinction between large and small intervals fdissgndos (compare the rises on “gens” and
“carriere”), (4) the distinction between the pitdvel at the starting point of a pitch movement

(compare the high rise on “gens” and the low riséoarriere”). The example also illustrates theallo
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interpretation of pitch level: syllables with a sapitch level may be at different frequencies sathé
case for he syllables labelled H in “a”, “intéres$é'gens”, and “mécanisme”; the pitch level is
determined locally, on the basis of pitch changetheé near context. Finally it shows that in grddua
pitch movements, extending over a sequence oftdglathe pitch level changes frdsto M to L,
and for some syllables along this continuum thehpliével may remain unassigned.

128 129
TR B G e e e e g
80 o
YAV e i S e

_ s |k|i alt|ufzulr
601 _ ski MJza| tu |su| RE | te | Rre se
50- _ ce |qui;ou$a toujours | intéressée
[T[ M [Lfce] H

20

80

701

604 le 3a lo | me | ka niz mo|do | la ka RjER _
les| gens le mécanisme de|la carriere _

54{L| H [L| M ][H] lL{LfL] o | LR

Prosogram v2.9

Rhap-D2001

Fig. 4. Automatic prosodic labeling of the utterarfce qui vous a toujours intéressé chez les gens
c'était le mécanisme de la carriere” (“What hasaglsvinterested you in people, was the career
mechanism.”), by a male speaker. The automatiagined labeling is shown in the lower tier.
Acoustic parameters, corpus annotation and pitclyeaare shown in the same way as in earlier
figures. The excerpt is commented on in the text.

Figures 5 and 6 illustrate the distinction betw@éoh movements with or without a level part (or
plateau), opposing for instance the rise on thialshd “ans” and the level-rise-level on the lastedyte

of “Angelina”. This level part is represented bywrderscore in the tonal annotation.
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Fig. 5. Automatic tonal annotation for the Frendterances “Je me présente de facon bréve. Je
m’appelle Angelina. J'ai dix-huit ans.” (“I brieflintroduce myself. My name is Angelina. I'm 18
years old.”), by a female speaker. The automatesqutic labeling is shown in the lower tier. Acoasti
parameters and corpus annotation are shown irathe way as in previous figures.

Ap1)=0-24-0.325 12, DG=30, dmin=0.050

sT| |

90417 =
150 Hz |<& iy ’
3 % AN
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701 ] jaime _| énormément | m’adresser | face |a un| auditoire _
- | M [M[M] | L] L] |L|L] LR
Rhap-M1003 Prosogram v2.9

Fig. 6. Automatic tonal annotation for the Frentferance “J'aime énormément m'adresser face a un
auditoire.” (“I really enjoy talking in front of aaudience.”) The prosodic labeling is shown in the
lower tier. Acoustic parameters and corpus anratatire shown in the same way as in previous
figures.

5.9 Limitations of the approach

Phonological models of intonation do not assigareetor pitch level to every syllable in the utte@n
but only to those located aertain positions in prosodic structur®epending on the model, such
locations include the stressed syllable, the pachent, the syllable at a prosodic boundary, the
syllable preceding stress, and so on. Unfortunataking into account prosodic structure requikes t
prior detection of stress or prominence, and o$pdic boundaries, all of which are language-specifi
properties. In contrast, the tonal annotation dieedrhere avoids language-specific properties ahmu
as possible, such that it may be applied to manguages. For this reason pitch level and movement

are assigned to each syllable, even if this intteduedundancy.

When pitch level is assigned to every syllablengsa fixed number of levelggradual pitch
movementscannot be represented appropriately. Such gradualements typically occur on
sequences of unstressed syllables. For instancea firadual rise spread over several syllables,
starting from a low pitch and ending in a high bitevel, there will inevitably be a syllable whettee

symbol indicating pitch level changes frdmmo M or H, even though the pitch interval between this
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syllable and the preceding one may be very smalk & as expected: the pitch level assignment is

based on a threshold for pitch distance betweenutrent syllable and the pitch in the left context

So, although marking pitch level for every syllaldenot optimal, in particular for gradual movensnt

it is inevitable when there is no information (swushstress) to select particular positions in yfiatde
chain. Still, when information about stress, prosmice and boundaries becomes available in a later
stage, it can be nicely integrated with pitch lemébrmation, since the latter will only be preseav

for the relevant positions in prosodic structure.

6 Evaluation of the annotation system

Automatic prosodic labeling involves two major aggewhich should be separated during evaluation.
The first concerns the way in which prosody is espnted, i.e. thennotation conventioor labeling
scheme and how this representation may be used by hulamaelers. The second aspect is the
automatic annotation systerA labeling convention may be defined independeaflan automatic

annotation system using this convention. Both aspgould be evaluated separately.

This section only deals with the evaluation of Hmnotation system. However, we return to the

questions about the annotation convention in segtio

The central question here is whether the systenergess the expected sequence of symbols,
irrespective of the nature of these symbols (wlichild be linguistically motivated or not, for
instance). To evaluate this, the amount of agreeletmveen the predicted annotation and a reference

annotation is measured, resulting in a global eatadn of the system.

In addition, given that the system includes severakessing steps, each of these steps may be
evaluated separately. Some components lie out$idestope of this study. For instance, pitch
determination (section 5.1) is discussed in gresailin Hess (1983) and continues to be a research
topic by itself. The phonetic alignment and syleakkgmentation (section 5.2) are provided by the
speech corpus; they are inputs to prosodic labslistem, not an output that should be evaluatesl her
Pause detection (section 5.3) relies directly angyilable segmentation, and hence does not require
evaluation. The pitch stylization algorithm (sent®.4) has already been evaluated in detail elsewvhe
(see references in section 5.4). Finally, the edton of global pitch range (section 5.5) is
straightforward: it uses basic statistical measwfethe long term distribution of the pitch targets

computed by the pitch stylization.

For these reasons, this section will be restrithegiglobal evaluation of the computational system for
automatic prosodic labeling. A reference corpus el constructed for this purpose. It is used daly
evaluate to what extent the system generates {hexted prosodic annotation of an utterance. Hence,

the evaluation makes no claims about the adequatye @nnotation convention itself.
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The evaluation of automatic annotation systemssigally based on a comparison between the
annotation obtained by the system, andegerence annotationthe quality of the system is
proportional to the agreement between both anwmoistiin the case of a prosodic labeling, this
standard approach is hampered by the fact thamést languages, corpora with reference annotations
for prosody are hardly available. Even for langsag® which prosodically annotated corpora are
available, there are none with the labeling schproposed here (section 3). This raises the question

as to how the system should be evaluated in thenabf a reference corpus.

The seemingly straightforward answer would be twvjgle such a reference prosodic annotation for an
existing speech corpus. However, this approachshase drawbacks. The manual annotation of the
corpus by one or more prosody experts using thepresodic annotation convention would require a
huge amount of time, even for a small corpus. Megeoas with other types of annotation, conflicts

between the judges are inevitable and a criterenth be found to resolve them in order to arrive a

the final reference annotation.

As an alternative, and in order to provide a refeeecorpus within reasonable time, the reference
corpus may be obtainegmi-automaticallyby hand-correcting the output of the automatiocaation
system. Obviously, this approach introduces an napb bias, since the semi-automatic reference
annotation will differ considerably from one crehteom scratch, without the input from an automatic
labeling system. Still, this procedure is merelgrs@s a way to detect and quantify errors in the
automatic annotation. We do not claim that an umédh listener would be able to provide a

transcription matching the detail of the one preddy the automatic system.

6.1 Construction of the reference corpus

The reference corpus, indicating pitch level antthpimovement as described in section 3, was

prepared, by hand-correcting the output of theraatix tonal annotation system.

6.1.1Speech material

The speech material includes recordings from twaguages with a different prosodic structure.
French is a fixed stress language: lexical stresmithe last syllable of the word containing a #bw
other than schwa. Dutch is a free stress languhgeposition of lexical stress varies from one word

(lexical item) to the next.

Three speech recordings were selected to meetollmving requirements: spontaneous speech,
inclusion of male and female speakers, availabditya phonetic and syllabic alignment, relatively
short duration, acceptable recording conditiori$e Ibackground noise, few pitch detection problems
few cases of creaky voice, whispered or unvoicegeip. These sub-corpora will be referred to as C1,
C2 and C3. The speakers of C1 and C2 are natiakspeof French, those of C3 are native speakers

of Dutch (Flemish variant). The French speedfiterial was taken from the Rhapsodie corpus o
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spoken French (http://www.projet-rhapsodie.fr), enapecifically files M1003 (=C1) and M2003
(=C2). C3 was taken from the CGN corpus (Corpuspp@den Nederlands, http://lands.let.ru.nl/cgn/),
file FV600729. The phonetic alignment was obtaisethi-automatically, but validated manually by

the author, following the procedure described below

Table 3 shows some general properties of theseauydmra. The speech rate of the speakers is fairly
high. It is expressed as the number of syllableppenation time, where phonation time indicates th
duration of the speech signal (of a given speakat)out silent pauses (measured as internucleus

intervals with a duration exceeding 300 ms).

Table3

Properties of three reference corpora used foettauation of the tonal annotation system. Speech
rate is measured in syllables/phonation time, whdrenation time corresponds to the time of the

speech signal without pauses. Pitch range measotsmee obtained using the procedure described in
section 5.4.

corpus lang total discourse speaker speech pitch bottom mean median top

time type gender rate range (Hz) (Hz) (Hz) (Hz)

(s) (syll/s) (ST)
C1 Fr 247 job female 554 11.1 182 232 223 346

interview

C2 Fr 294 sermon male 5.11 16.5 105 177 172 273
C3 Du 293 radio l=female, 6.03 16.3 107 162 154 275
interview 2=male, 6.14 125 78 103 97 161
3=male 584 9.2 74 93 90 126

Several syllables were eliminated from the refeeenorpus because their fO data was considered
unreliable. These include syllables pronounced witaky voice, those marked as hesitations, those
without pitch data, and finally those pronouncedirdy speaker overlaps (in corpus C3 only). The
absence of f0 may be explained by unvoiced spd®ehthy voice, vocal fry, fO discontinuities, onto
short duration of the syllabic nucleus. Taldléndicates the numbers of syllables for the refezenc

corpora.
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Table4

Number of syllables in the reference corpora: totanber of syllables in the corpus, number of
syllables with unreliable pitch values (becauseretk or hesitation), number of syllables usedha t
evaluation of pitch level and pitch movement, amdnber of syllables for which a pitch level was
assigned by the system.

number of syllables

corpus total unsafe evaluateditch level
assigned
C1l 1145 259 886 693
Cc2 1011 16 995 788
C3 1317 134 1183 875
C1+C2+C3 3473 409 3064 2356

6.1.2Validation procedure

The reference corpus was validated manually bypvametician, the author of this paper, who is a
native speaker of Dutch and a near-native spediremch, with 30 years of experience in auditory
transcription and acoustic analysis of speech piosDuring the validation process, he listened to
short stretches of the speech signal as many tismeseded to check the audibility, direction aze si

of the pitch movements provided by the automatindcription, and to check whether the transcribed
pitch levels corresponded to the perceived onedadititate the task, various sources of informatio

were combined, as illustrated by figures 4, 5 anthé speech signal itself, the phonetic alignment,
the syllabic nucleus boundaries, the fO measurelfpdoited on a ST scale), and the speaker’s pitch

range.

6.2 Evaluation results

Except for special cases such as creaky voicetotie label assigned by the system consists of two
parts: pitch level and pitch movement. They areluatad separately, due to the large number of

combinations.

6.2.1Evaluation for pitch level

When the signal contains insufficient informatioor fpitch level assignment, no pitch level is
assigned. For gradual uniform pitch movements gridalls) occurring over stretches of several
syllables, this behaviour is indeed optimal, sidaéng the change from one pitch level to the ribgt
pitch reaches values in between two successivh la@tels, for which a decision of pitch level would
be arbitrary. In other cases, the presence ofch pitvel would have been preferred. In the current

system, in which position in prosodic structurendg identified, it is impossible to say whether the
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absence of pitch level is correct (preferred) ar. @onsequently, syllables without pitch level have
been disregarded in the evaluation of pitch legsigmment. Pitch level was assigned to 76.89%eof th
3064 syllables with safe fO data.

In order to evaluate pitch level assignmestandard measures for classification task® used:
precision, recall, accuracy and F-measure. Foctheent task, the classes correspond to pitchdevel
(indicated by their labelsB, L, M, H, 7. For each syllable in the corpus, we compare el
predictedby the system and trectuallabel, indicated in the reference corpus. When slatoel X is
predicted by the system, it may correspond to Xha reference corpus (this case is called a “true
positive”) or to some other label (“false positiyeThe precisionfor label X indicates the fraction of
all predicted labels X (true positives and falssifpes) that are labelled X in the reference cerpu
(true positives). Theecall for label X indicates the fraction of all syllablibelled X (true positives
and false negatives) in the reference corpus tieapiedicted as X by the classification system. The
accuracyindicates the fraction of predicted labels in tloepos that are either true positives or true

negatives. Th&-measureeombines precision and recall: F =2¢(PreceReaPRec).

The values obtained for these measures, as weilkasumber of syllables in each class (i.e. eatch pi
level) in the reference corpus, are shown in t&bfer each sub-corpus and for the combined corpora
As can be seen from the number of syllables pessc{feow labeled “N”), syllables are distributed
unevenly over the various pitch levels in the refee corpora. Out of a total number of 2356
syllables, 1280 syllables carry leveland only 13 syllable level. Although this is as expected (the
top of the pitch range is hardly used is modal shget results in sparsity problems and in untgéa
values for classes with few instances, suchl and B. However, for classek, M and H, with

sufficient instances, the results obtained fonidw@ous measures are very high.
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Table5

Precision, recall, accuracy and F-measure for iteh pevel classification obtained for reference
corpora C1, C2, and C3, and for the combined ddténdicates the number of syllables in the
reference corpus that belong to a given class.

JoSS 4 (2) 17 -57

Cl:

B L M H T
N 3 410 221 59 0
Prec 0.176 0.987 0.873 0.617
Rec 1.000 0.902 0.869 0.847
Acc 0.980 0.935 0.918 0.942
F 0.300 0.943 0.871 0.714
C2:

B L M H T
N 14 379 205 189 1
Prec 0.900 0.924 0.795 0.773 0.000
Rec 0.643 0.931 0.717 0.862 0.000
Acc 0.992 0.930 0.878 0.906 0.999
F 0.750 0.928 0.754 0.815 0.000
C3:

B L M H T
N 13 491 243 116 12
Prec 0.722 0.975 0.947 0.799 1.000
Rec 1.000 0.949 0.889 0.957 1.000
Acc 0.994 0.958 0.955 0.962 1.000
F 0.839 0.962 0.917 0.871 1.000
C1-3:

B L M H T
N 30 1280 669 364 13
Prec 0.556 0.963 0.877 0.752 1.000
Rec 0.833 0.929 0.830 0.890 0.923
Acc 0.989 0.942 0.919 0.938 1.000
F 0.667 0.946 0.853 0.815 0.960




POLYTONIA: A SYSTEM FOR THE AUTOMATIC TRANSCRIPTIONDF TONAL ASPECTS IN SPEECH
CORPORA

6.2.2Evaluation for pitch movement

A total number of 3064 syllables were used in thaluation of pitch movement detection. As can be
seen from table 6, intra-syllabic pitch movements distributed very unevenly in the corpus. Level

tones occur in 91.16% of the syllables. Compoumédaepresent 0.97% of the syllables. Major pitch
movements (either simple or compound) are foundd@3% of the syllables in the corpus. The

classification results are very good, especiallyléwel tones and major pitch movements. They are

slightly less for small interval movements.

Table6

Values for 4 classification measures (precisiorcalte accuracy, F-measure) computed on the
automatic labelling of intra-syllabic pitch movent&occurring in the combined reference corpus (C1,
C2 and C3, 3064 syllables). The columns indicate glich movements according to the notation
described in the text (where ‘' indicates a lepalt). N indicates the number of syllables in the
reference corpus for the corresponding pitch moven®¥ indicates the proportion of syllables with

the given pitch movement.

r R R R f f F F F F S

N 2793 47 63 4 2 62 9 58 12 2 1 11
% 9116 153 206 013 007 202 029 189 03907 003 0.36
Prec 00992 0903 00983 1.000 0500 0.647 1.000 90.72.800 1.000 1.000 0.917
Rec 0.983 0.596 0.937 1.000 1.000 0.887 0.889 0.8I900 1.000 1.000 1.000
Acc 0977 00993 00998 1.000 0.999 0.988 1.000 0.9892999 1.000 1.000 1.000

F 0.987 0.718 0.959 1.000 0.667 0.748 0.941 0.79788%0. 1.000 1.000 0.957

7 Discussion

This paper covers several aspects: a prosodidigbstheme, an automatic annotation system and its
evaluation. Questions could be raised about eactnesfe aspects: about the nature of prosodic
labeling scheme (7.1), its adequacy (7.2), its bgehuman transcribers (7.3), the evaluation

procedure, more precisely the validity of the refexe corpus (7.4), and the data selection (7.5).

7.1 The comprehensive nature of the prosody annotation

A comprehensive annotation of prosodycludes both tonal (i.e. pitch-related) aspectsl am
representation of prosodic structure (including thasition of stressed syllables and prosodic
boundaries). Here, the scope was deliberatelyictsdrto pitch features of speech. The main reason
for doing so is that a tonal annotation of the tgpeposed in this study can be obtained laruage-
independentvay. The algorithm relies almost exclusively onust information in the speech signal

itself. The successive processing steps (sucheasetimentation into syllabic nuclei, pitch stytiaa
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and the final interpretation of the sequence ofhpitargets and pitch movements) all rely on the
processing of information calculated on the spesighal. As a result, the tonal annotation system ma
be used to annotate a wide variety of languagebe{l¢r this includes tone languages is still amope
guestion.) In order to identify prosodic structunewever, it would be necessary to detect syllable
stress and prosodic boundaries, and it is uncldsetiver this can be achieved without language-
specific information, such as the position of waless or language-dependent rules about the
contribution of various prosodic features. In adif the proposed tonal annotation may also be

applied to languages for which prosodic structae ot yet been described.

As said above, the obtained tonal annotation mawptegrated in a later stage with information about
prosodic structure. For instance, for autosegmeetaksentations, pitch levels will only be spedfi
for syllables in certain positions in prosodic sture, such as the syllables at a pitch accerdf ar
prosodic boundary. So the procedure for tonal atm@et would remain mostly unchanged, but the

annotation would only be kept for particular syléh

This approach is illustrated by figure 7. Tier oydes a prominence judgment (to be obtained
manually or automatically); tier 5 shows the autdbegonal alignment generated by our system. A
prosody model specifying pitch levels and majoctpinovements, for prominent syllables as well as
for the syllables immediately preceding or follogiithem, results in the transcription of tier 6 €s&

is indicated as in IPA). This only requires theedéibn of prominence and the suppression of tonal
information in particular syllables. As we move ftwre abstract representations, the annotation
becomes more concise. The autosegmental styleaimmobf the last tier is obtained by mapping the
labels indicating pitch levels and movements to [Hi& notation indicating pitch accent and tones
(but not the pitch movements themselves). Obviqulis mapping will be language-specific and
model-specific. Also, additional tones (e.g. bougdanes) should be added to this tier to adequatel

describe the pitch contour according to ToBI coniogrs.

1004/
st
904
150 Hz |
1 R VAR TUTIRAAIN U RPN VAAAY AANLAA CARTAY
80’3 o pPrle|z| a [t] o Mfla|s |O|br| € Mzlomapgl| & gelllifn a |3 e (dlizg i |t a
7043 | Pre za | to fdyfa|sd brev |3zo|ma|pe| 1a [zelli na ze |di| zyi ta
elme présente dg facon breve |jem’appelle angelina jai |dix-huit ans
604 W S S S
L L L L |LJL|L MR L{L|L|L|LIL LR L |L| L LR
S01 L L] MR [L L[ LR L L LR
40 L*+H L*+H L*+H

Rhap-M1003 Prosogram v2.8

Fig. 7. Alternative tonal annotations for the extaf figure 5. The successive tiers show the phone
alignment, the syllables, the text, a manual premge annotation (W=weak, S=strong), the automatic
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tonal labeling and two alternative labelings whichy be derived automatically from the information
in the prominence tier and the automatic tonal tatium tier. See text for further details.

7.2 The adequacy of the annotation convention

Whether this transcription provides adequaterepresentation of prosody obviously depends on its
goal. The latter could be linguistic description mbsody, transcription of prosody in discourse,
analysis of emotion in speech, text-to-speech sgmh automatic annotation, and so on. Speech
technology applications, for instance, require @esentation which may be used in speech synthesis
to generate the fO specification of an utteranoe, ia analysis to automatically obtain the prosodic
representation of an utterance. In linguistic desion the goal is usually different. Still, the esh
number of competing representations of prosody deinates the lack of consensus on the choice of
the annotation and hence on the issue of adeqliacguote Hirst (2005, p. 335): “there is not even a
real consensus on the way that prosody should gresented phonologically”. For these reasons the
present system does not aim at an annotation angotal some phonological model for a particular
language, but rather at a transcription of pitdateel features in speech, which may be computad in
automatic way, which may be applied to many langsagnd which is based on psycho-acoustic

observations of tonal perception.

It could be argued that an adequate transcriptiulg belinguistically meaningfulBut once again,
there is little agreement on what this means. Adgiogr to Taylor (2000, p. 1698) a prosodic
representation is linguistically meaningful wherf'dontains information which is significant to the
linguistic interpretation of an utterance’s intdoat. This view usually entails the following
requirements: (1) the representation shoulddmstrained compact and without redundancy; (2) it
should provide awide coverageof prosodic phenomena and (8apture distinctionswhich are
perceptually different. Although the labeling uség Polytonia clearly meets the latter two
requirements, it could be argued it is unsuffidiemonstrained. In our view, however, constraints
should not be imposedl priori on the basis of theoretical or functional consitiers (as is the case
for most phonological models), but rather shouklhefrom prosodic features detected in the speech

signal, such as prominence and pause, which wilhtegrated in a later stage of analysis.

7.3 The suitability of the annotation convention fonfan transcribers

The present study does not includeeaperiment with human transcribets determine whether the
labeling scheme may be used by human transcribersvah high inter-transcriber agreement. But the
goal of this paper is not to propose a transchiptibprosody suited for human transcribers, butaat
to show (1) that a perceptually motivated tonahdraiption can be computed automatically from the
acoustic signal, without the need for a phonoldgioadel, (2) that this annotation is compatible hwit

a more abstract (e.g. phonological) representation.
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Actually, transcription experiments with human atators are available only for a few labeling
schemes, including ToBlI (in its original form) aRdP (Dilley et al. 2006). For other major annotatio
conventions, such as INTSINT, no such experimenige been described to this date. The lack of

such experiments does not imply the labeling schemecessarily invalid.

Also, the fact that subjects may be trained to aigmrticular labeling scheme does not necessarily
imply it is adequate or linguistically meaningfblit only that subjects may be trained to use & in

consistent way.

Clearly, an evaluation of the consistency and itremscriber agreement of transcriptions by human
coders using the Polytonia labeling convention waqurbvide insight in the usefulness of the labeling
scheme as a tool for manual annotation. Howevegngthe size of such an experimental study, it

would constitute the subject for an independerystu

It is well known that the judgments of human antm&are based not only on acoustic properties, but
also on lexical and syntactic information, theiptedge of the language and their expectationsa As
result, transcriptions may differ considerably betw subjects. Automatic annotation, on the other

hand, does not use these sources of informatidnmenains close to the acoustic facts.

7.4 The validity of the reference corpus

The evaluation procedure described in section @lymes encouraging results. However, objections
could be made with respect to the size and natlitheo reference corpus, and the exclusion of

syllables without detected fO.

A new type of tonal transcription is introduced this paper, for which no reference corpus is
available. As a result, a reference corpus hacttorbated and its size was determined mainly bg tim
constraints, i.e. by the time-consuming naturehef manual validation of the reference corpus. This
corpus has a total duration of 834s (13 min 54d)etver this isufficiently largeis difficult to decide.
Tables 5 and 6 show that results are very simidasfibcorpora C1, C2 and C3, for female (e.g. C1)
and male (e.g. C2) speakers, and for French (Cllaf@® Dutch (C3), except for symbols (pitch levels
or movements) with a low frequency. (This low fregay is explained by the actual use and function
of these prosodic forms in spontaneous speechgsellobservations suggest that differences in
speaker and language only marginally affect thelt@sCorpus size matters, of course, but other
aspects are equally important, such as the nunfbgpeakers, their age difference, the inclusion of
male and female speakers, the diversity of thares) the inclusion of multiple languages (with tqui
different rhythmic structures), and the use of $poeous speech rather than read speech. In this

respect, the evaluation corpus scores rather high.
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The reference corpus was obtained by having onerexprrect by hand the output of the automatic
annotation system. This approach has two impodeawbacks: the smatumber of judgesand the

biasintroduced by using the system under evaluatiorifeating a reference.

If the obtained annotation were to match that ah&n transcribers, obviously the reference corpus
would have to be based on the transcriptions ofipheljudges. Instead, we are evaluating whether th
annotation system detects tonal events which axepwially distinct, such as pitch movements (rise,
fall, level), simple and compound movements (asg vs. rise-fall), large vs. small movements, Ipitc
levels (B, L, M, H, T), and so on. Earlier expermtee using resynthesis of stylized pitch contours
(Mertens et al., 1997) show pitch perception vateesome extent between listeners. As expected,
subjects with musical training make finer pitchtidistions than the average listener in the subject
group. By using a single highly-trained judge, iombination with repeated listening of small
stretches of speech and inspection of the anatygsut, clearly the resulting reference corpus will
reflect the perception of someone with good pitelcpption and it will outperform the perception of
the average listener. As a result, the resultifigreace corpus makes very high demands on the
annotation system. And if the system is able t@eatemnost tonal events in the reference corpus, it i

likely that these will include those observed by #verage subject.

The use of the output of the automatic annotatystesn to bootstrap the reference corpus introduces
an important bias, since the judge will be inclinedaccept the labels proposed by the system (@inles
they are clearly wrong). Unfortunaly, the creatiminthe reference corpus from scratch is so time

consuming, that it is not feasible.

7.5 Syllables discarded from the evaluation data set

Some syllables in the reference corpus wisearded from the evaluation data .s€his is the case
when f0 is not detectgdinvoiced sounds) or when other properties sucbreak, hesitation or fO
discontinuities suggest that fO measurement igyliteebe unreliable. Our goal is to evaluate theato
annotation system, not the f0 measurement on whishbased. fO detection is a highly complicated
matter (Hess, 1983), which lies outside the scdki® study. The preparation of the reference gsrp
clearly shows that the quality of the initial fO aseirement has a strong impact on the results @gtain
by the system, and that spontaneous speech anchodal phonation pose many problems to standard

fO detection algorithms.

Syllables may also be eliminated in the evaluatibmitch level assignment, as mentioned earlier
(6.2.1), when pitch level is not assignefls pointed out above, this aspect is partly eglab the
identification of prosodic structure (position dfessed syllables and prosodic boundaries), wisich i

beyond the scope of this study.
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7.6Interesting features of the annotation system

Despite the limitations discussed above, Baytonia annotation system has several interesting

properties.

First, it provides a vennarrow transcriptionof tonal aspects, indicating pitch movements, their
direction and size, as well as pitch level andpitinge (bottom, top). No other transcription pdeg

this much detail when tonal aspects are concerned.

Second, the approach allows forspeaker-independergnnotation of tonal features. The system
handles speakers with normal, narrow or wide pitoiige; it automatically adapts to the speaker’s
vocal range. Pitch range span and key are calcutateghe speech corpus under analysis and various

thresholds used by the system are adjusted to vhhses.

Third, the tonal annotation systemasguage-independenit does not refer to properties of particular
languages, such as part of speech information miasiic features. As a result, the system may be
applied to many languages, to obtain a tonal atinotdor existing speech corpora. (Language-
specific syllabic segmentation is automaticallyetaknto account, as the segmentation into syllabic
nuclei calculated by the system is based on th@deah alignment of sounds and syllables provided

by the corpus annotation.)

Fourth, the system uses little information otheantttheacousticsignal itself. In this study the
phonetic alignment was used to guide the segmentatto syllabic nuclei in order to obtain a precis
evaluation of the tonal annotation, without theeiférence of segmentation errors. Many corpora used
in prosody research already include an annotatfqshonemes and syllables. Moreover, the system
may also be applied using a fully automatic segatemt of the speech signal, resulting in an
annotation tool which does not require any annaatvhatsoever. In our view this property is crucial
for the usefulness of the system. It is often ctinmhat prosody signals prominent information
(*focus”) as well as syntactic or discourse struetwhich makes it useful to detect these prosodic
events in the speech signal. However, if a detectigstem, as is often the case, requires lexical,
morphological or syntactic information in order itentify these prosodic events, then it becomes
somewhat circular, because the structural informnatvhich is obtained by the system is already

available in the annotation it needs. The lattebf@m does not apply to our system.

Fifth, the approach described in this paper doéseatpire araining corpus This property constitutes

a major advantage over common techniques for adiowiassification by supervised learning, which
all require training corpora. Since the validatmincorpora (both training and reference corpora) is
extremely time consuming (Tamburini and Caini, 2q8534; Jeon and Liu, 2012, p. 446), the need of
training corpora constitutes a major obstacle far tealization of automatic annotation systems for
new prosodic transcriptions, for which such corparm lacking. This obstacle does not apply to our

system.

JoSS 4 (2) 17 -57



POLYTONIA: A SYSTEM FOR THE AUTOMATIC TRANSCRIPTIONDF TONAL ASPECTS IN SPEECH
CORPORA

Finally, the transcription istheory-friendly (Hirst, 2005, 2011), because it is compatiblehwé
number of theoretical approaches to the representaf tonal aspects in speech. It would be fairly
straightforward to map the obtained tonal annotat@ other annotation schemes, because the latter
are generally less narrow. However, basic assumptas the models may differ, complicating the
conversion from one annotation into the other.iRstance, one important theoretical choice made by
our tonal transcription concerns the temporal afignt of pitch movements. The model assumes that
the start of an intra-syllabic pitch movement igraéd with the vowel onset and that the movement is
spread over the syllable rhyme. This assumptiogarely made elsewhere and needs to be examined in

detail in experimental studies.

Our future research will focus on the detectionotifer aspects of prosody in continuous speech,
including prominence, lengthening, stress and glodooundaries. The combination of these prosodic

features with the tonal aspects will result in aenmomprehensive transcription of prosody.

8 Conclusion

In this paper we have introduced a fine-grainechtimt for pitch-related aspects of speech and a

described an automatic annotation system usingrémscription.

The transcription assigns labels indicating piel and pitch movement to the sequence of sykable
It distinguishes 5 pitch levels: low (L), mid (M)igh (H), top (T) and bottom (B). The first three a
defined relatively and locally, on the basis ofthithanges in the immediate left context; the other
two are defined relative to the observed globathpitange (vocal range) of the speaker. For pitch
movements, the transcription indicates the direcfitse, fall, level) and the size of the pitch e,
where the size categories are adjusted to the gpsgtitch range. Complex pitch movements are

represented as sequences of simple ones.

This transcription is used by an automatic annatiaglystem, which includes several processing steps:
parameter calculation, segmentation into syllakiclei, pause detection, pitch stylization basedaon
model of tonal perception, pitch range estimatamglysis of intra-syllabic pitch variations, andchi

level assignment.

The automatic annotation system was evaluated oefesience corpus of 13 minutes of speech,
including two female and three male speakers ofdfreand Dutch. Values obtained for measures of
precision, recall, F-measure and accuracy are kigly for pitch levels and pitch movements for

which sufficient data were available in the tespcs.
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