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Abstract 

This undergraduate research aims to study metaheuristics for solving mathematical programming problems. In 

optimization's context, metaheuristics are strategies which use problem specific knowledge to, stochastically use solutions 

worse than the current in order to avoid local maximum or minimum. The literature about metaheuristics is huge and 

continues in expansion, mostly by its commercial interest, once most real problems are far too large to be solved by exact 

algorithms. This project considered a wide variety of metaheuristics and focused on a particular one: The Ant Colony 

Optmization applied to the Symmetric Travelling Salesman Problem (TSP).       
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Introduction 
The Travelling Salesman Problem (TSP) can be stated as: 
“Given a list of cities and the distances between each pair 
of cities, the problem is to find the shortest possible route 
that visits every city exactly once and returns to the starting 
point”. More generally, the cities are nodes in a complete 
graph and the distances are the arcs connecting them. In 
the symmetric case, the cost to go from node i to j and from 
node j to i is the same. 
Currently, the TSP is considered a NP-hard problem, in 
other words, there is no polynomial time exact algorithm to 
solve it. Therefore, other strategies as metaheuristics are 
sought. Although, metaheuristics do not guarantee 
optimality, they quickly find very good solutions. 
This project studied the ACO metaheuristic applied to the 
TSP with a C implementation of the Ant System. The 
parameters were calibrated by random generated graphs. 
After that, its efficiency was tested using instances from 
the opensource library TSPLIB. Furthermore, we verified 
the quality of the random numbers from the C library rand() 
by the rescaled range R/S analysis, the Hurst exponent. 

Results and Discussion 
ACO metaheuristics have three main phases: Initialization 
(setting the parameters), building ants’ solutions, and 
updating pheromone trail. 
In the phase that ants build their solutions, each ant has a 
starting node and acordingly to the probability: 
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chooses the next node to be visited. After every ant has 
built their solution, the pheromone trail phase starts. In this 
phase, we first evaporate the pheromone trail to “forget” 
bad decisions, i. e., 𝜏𝑖𝑗 ← (1 − 𝜌)𝜏𝑖𝑗 . 

Then, each ant deposits pheromone in the arcs belonging 
to its solution, the amount deposited on each arc is:  
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The two stopping criteria are the number of iterations and 
number of iterations without improving the solution. 
To calibrate the parameters 𝛼, 𝛽, 𝜌, 𝜏0 we used a random 
generated instance of 50 cities. Based on results given on 
[1], we tried 𝑚 = 50, 𝜏0 = 𝑚 𝐶𝑛𝑛 ≈ 0,02⁄  and the intervals 

𝛼 ∈ {0,7; 0,8; … ; 1,3}, 𝛽 ∈ {0,5; 1,0; … ; 1,5}, 𝜌 ∈
{0,001; 0,005; … ; 1,5}, 𝑄 ∈ {0,5; 1,0; 1,5} and by exhaustion 
comparing averages of time/iterations and quality of 
solution we found that a good set of parameters for this 
instance is: 𝛼 = 1, 𝛽 = 1, 𝜌 = 1, 𝑄 = 1. 
For the number of ants m we analysed whether they 
should start at the same node or start with one ant on each 
node. From graphics like the one bellow, it seems like m = 
n and ants spread around the graph give better results. To 
higher order, this advantage is smaller. 
Image 1. Time/Iteration and Quality for a 50 cities instance 

 
Using these parameters we ran some tests from the 
TSPLIB using 10 000 iterations without improvement as 
stopping criteria, here is a table with partial results: 
Chart 1. Sample from the TSPLIB tests 

Conclusions 
Considering the data shown in the table we can see that 
ACO metaheuristics are a powerful tool to solve the TSP 
problem, for it can be applied to large instances to find 
good solutions in a feasible time. 
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